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Review of Eigenvalues and
Eigenvectors




Review Questions

* What is a vector?
* What is a Matrix?

» What is the result when a vector is
multiplied by a matrix? (Ax = ?)

Systems of LinearEquations

mxn matrix Ax=b m-vector (column)

n-vector (column)
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Intuitive Definition

» For any matrix there are some vectors
such that the matrix multiplication
changes only the magnitude of the
vector.

» These vectors are called eigenvectors

Mathematical Formulation

AX = AX
X3

: eigenvector |
04fX|_ 4] 1A= 1Ax= % S
10J| % X A= 1A% =-X

X

A symmetric= A real
A positive definite= A > 0
A positive semi-definite> A = 0 %o, Ax

X an eigenvectot>

On-line Java Applets

* http://www.math.duke.edu/education/
webfeatsll/Lite_Applets/contents.html

* http://www.math.ucla.edu/~tao/resource/
general/115a.3.02f/EigenMap.html

Java Applet Example
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Java Applet Example
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Finding the Eigenvectors

[From Ballard (1999)]

Finding the Eigenvectors

Finding the Eigenvectors
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Finding the Eigenvectors
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[From Ballard (1999)]




Finding the Eigenvectors

Determinant, not matrix

\\\
3= 1
2 2:—A

» The solution exists if:

|W| =0 e,

 Characteristic equation:

B-4AH2-4H)-2=0

[From Ballard (1999)]

Finding the Eigenvectors

* The solutions to the characteristic
equation are the eigenvalues

B-AH2-4H)-2=0

* In this case:
Ay =4and L, =1

[From Ballard (1999)]

Finding the Eigenvectors

 Substituting with A =4

» We get this system of equations

[ )=

[From Ballard (1999)]

Finding the Eigenvectors

» Thus, first eigenvector is: (1)
1

* The corresponding eigenvalue is: 1, = 4

* Verification:

231040

[From Ballard (1999)]

Eigenvectors and Eigenvalues
in Matlab

>>A=[31;22] >> [V, D]=eig(A)
A= V=
3 1 0.7071 -0.4472
2 2 0.7071 0.8944
D=
4 0
0 1

Eigenvectors and Eigenvalues
in Matlab

>> L =[V(,1), [0;0], V(;,2)]
L=

0.7071 0.7071 e

0 0 *

-0.4472 0.8944 &

>> line(L(:,1), L(:,2)) o
>> axis([-1, 1, -1, 1])




Eigenvectors v.s. Clustering
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[httE://web malh.uml.edu/bards\ezlcoursesl471Ie|§enface.Ed!

Simple Example

Three Sample Data Points

=1 2 2
X'=| 3|, x*=| 1|, x*=|2
1 =1 3

[From Ballard (1999)]

The mean is equal to ...
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[From Ballard (1999)]

Subtract the Mean From
All Data Points

X'-M=| 1[,x*-M=]|-1|,x3-M=|0
0 -2 2

[From Ballard (1999)]




The Covariance Matrix is Given By

N
z= lz (X* — M)(X* — M)T
N5

4 ~20 1:—=1r=2 1r () -2

1
2:5 =2 1 06F+|=1t 1 271+10'00
0 00 == g 204
6 30
1
==|-3 22
3
—/20 2 8 [From Ballard (1999)]

[From Ballard (1999)]

[From Ballard (1999)]

Why can we drop 1/M?

1
T=—>% X X!

What about that Trick
with the Dimensions?

ATAv = uv

AATAv = nAv

Matlab Demo




Visualizing the Eigenvectors in 3D

bd b LA o 4 o ow

Recognition Example
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Recognition Example

How about this one?

bd A L o 4 o ow

Eigenfaces




Representing images as vectors

=

Eigenfaces, the algorithm

e The database

o
a,
=] :

[

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Then subtract it from the training faces

m m ¢ — m

m, 5 m,

m,

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

The Next set of slides come from:

Prof. Ramani Duraiswami’s class

CMSC: 426 Computer Vision
http://www.umiacs.umd.edu/~ramani/cmsc426/

Eigenfaces, the algorithm

e We compute the average face

a, +b +---+h
1|a, +b, +---+h,
M| :
a,+b,++h,

m= where M =8

>

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm
e Now we build the matrix which is N> by M

4=|a,b,é,d,é, 1, &, h, |

m~m “m “"m “m m "'m

e The covariance matrix which is N’ by N?

Cov=AA"

[http://www.umiacs.umd.edu/~ramani/cmsc426/]




Eigenfaces, the algorithm

e Find eigenvalues of the covariance matrix
e The matrix is very large
e The computational effort is very big

e We are interested in at most M eigenvalues
e We can reduce the dimension of the matrix

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Eigenvectors of Cov are linear combination
of image space with the eigenvectors of L

U=A4V

e Eigenvectors represent the variation in the
faces

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e To recognize a face

&
e Subtract the average face from it
K- m

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Compute another matrix which is M by M
L=A"4

e Find the M eigenvalues and eigenvectors
e Eigenvectors of Cov and L are equivalent

e Build matrix 7 from the eigenvectors of L

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Compute for each face its projection onto
the face space
0-U'(a), 0.-U(R). 0,-U'(2). 0-U'(d)
Q,-U"(E,), QG:UT(fm), Q,=U"(g,). Q=U"(h,)

e Compute the threshold

o—mas{| -]} fors 1.

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Compute its projection onto the face space

Q=U"(%)

m

e Compute the distance in the face space
between the face and all known faces

2

g=|Q-q fori=1.M

[http://www.umiacs.umd.edu/~ramani/cmsc426/]




Eigenfaces, the algorithm

e Reconstruct the face from eigenfaces
§=UQ

e Compute the distance between the face
and its reconstruction

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Eigenfaces, the algorithm

e Problems with eigenfaces
e Different illumination
e Different head pose
e Different alignment
e Different facial expression

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

THE END

Eigenfaces, the algorithm

e Distinguish between
elf £>¢ thenit's not aface
elf s<@and g,>6,(i=1.. M) thenit's a new face
o If s <9and min{s}<¢ then it's a known face

[http://www.umiacs.umd.edu/~ramani/cmsc426/]

Matlab Demo
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